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ABSTRACT

The problem of exploration in unknown environments continues to pose a challenge
for reinforcement learning algorithms. In this paper, we consider a new problem
domain where an agent faces an unknown task in the future, assumed to be drawn
from an unknown distribution of Markov decision processes, that it must learn
within a small number of samples. Prior to this, the agent has opportunities to
“practice” in related tasks from the same distribution. We propose a sample-efficient
Bayesian approach for subgoal design to maximize the expected performance over
a distribution of tasks, given a limited number of interactions with the environment.

1 INTRODUCTION

We study the problem of exploration in reinforcement learning (RL), where agents face the often
expensive problem of exploring various regions of the state space in order to find a reasonable
operating policy for the Markov decision process (MDP). In this paper, we examine the issue of
exploration through a new lens, by focusing on problems with the following unique features: (1)
there is a distribution of possible environments (or tasks) that are related through common state and
action spaces; (2) the agent must attain a sparse and delayed reward, such as reaching a goal; and (3)
interactions with the environment(s) are limited or expensive, in both training and testing.

Specifically, we consider a training phase, where the agent is given a fixed number of opportunities
to train in randomly drawn environments (henceforth, they are referred to as training environments).
Thereafter, the agent enters a random test environment and must learn a policy within a limited
number of interactions. The idea is that the agent can learn an exploration strategy that works well on
average, across the distribution of test environments, by practicing in related settings.

The motivation for this problem comes from a need to apply RL in real-world settings where fast and
cheap interactions with the environment are unavailable and only a limited number of experiments
can be tried. The following examples illustrate two potential application domains: (1) Autonomous
robotic systems have long been used to explore unknown or dangerous terrains (Apostolopoulos
et al., 2001; Ferguson et al., 2004). Matthies et al. (1995) describe the design of a rover for the Mars
Pathfinder mission, where a human designates waypoints to navigate a rocky terrain and reach a goal.
To train for the eventual Mars mission, the engineers utilized an “indoor arena” filled with specially
selected rocks to act as obstacles, which approximates the eventual test environment. (2) Our second
example is the adaptive controllers for carbon nanotube growth (Nikolaev et al., 2014; Dee et al.,
2018) in materials science. Material scientists perform extensive experiments to find growth recipes
in order to optimize the growth rate of carbon nanotube forests. It is time-consuming and is costly.
And each experiment may take place in slightly different laboratory environments.

Our proposed Bayesian approach for finding optimal subgoals and intrinsic reward shaping schemes
consists of two components. One is a tailored probabilistic model that learns the typical performance
of subgoals from observations. The other is an efficient, Bayes optimal one-step policy to select
subgoals. We point out that while dynamic programming could in principle be used to obtain an
optimal solution to the problem, it is impractical due to the curse of dimensionality (Powell, 2007).

Related Work. RL has recently been tremendously successful in complex sequential decision-
making problems, with applications in games (Silver et al., 2017), robotics (Hanna & Stone, 2017),
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healthcare (Prasad et al., 2017) and many other areas. State-of-art algorithms (e.g. Grondman et al.
(2012); Mnih et al. (2013)) inherently require a large number of observations from the environment
and converge slowly in complex problems. Moreover, the problem of exploration in unknown
environments continues to pose a challenge for many RL algorithms (Osband et al., 2013; 2016;
Fortunato et al., 2017). Many algorithms employ optimism approaches to encourage exploration in
poorly-understood states and actions (Kearns & Singh, 2002; Stadie et al., 2015; Tang et al., 2017).

Intrinsic reward helps robots learn increasingly complex behavior in a self-motivated way (Huang &
Weng, 2002; Pathak et al., 2017). Potential-based reward shaping (PBRS) (Ng et al., 1999) provides a
way to modify the reward that simultaneously maintains the optimal policy and potentially accelerates
learning. The agent’s performance highly depends on an informative reward signal; however, manual
reward shaping (RS) can be a labor-intensive process requiring a deep domain expertise.

To overcome the variation of the environment in real-world application, RL researchers are recently
interested in leveraging the experience from previous tasks to improve the agent’s performance in
a new task, including continual learning, transfer learning and meta learning. The idea has been
realized by parameter initialization (Tanaka & Yamamura, 1997; Konidaris & Barto, 2006), parameter
distinguishing (Vuorio et al., 2018), goal-conditioned value function (Mankowitz et al., 2018), and
policy learning (Fernández & Veloso, 2013; Deisenroth et al., 2014).

Our approach of designing subgoals follows the Bayesian optimization (BO) paradigm, a powerful
technique for optimizing black-box functions, in particular for tuning ML models and design of
experiments (Brochu et al., 2010; Snoek et al., 2012; Herbol et al., 2018). Our work bears resemblance
and generalizes methods for network architecture search and optimization with multiple information
sources (Swersky et al., 2013; Feurer et al., 2015; Domhan et al., 2015; Klein et al., 2016). Their
work differs in that they may observe directly the loss curve during training, whereas our setting only
allows to observe the score of the policy after the underlying exploration process has completed.

2 PROBLEM FORMULATION

Let ξ ∈ Ξ be a random variable that parameterizes the set of possible environments. Each environment
is modeled by an MDP 〈S,A, gξ, Rξ, γ〉, where S and A are the state and action spaces, gξ :
S×A×W → S is a transition function,W is the space associated with noisew,Rξ : S×A×S → R
is the reward function and γ ∈ (0, 1) is the discount factor. Our model assumes common state and
action spaces across the distribution of MDPs (i.e., they are independent of ξ), while the reward and
transition functions can vary. Given S and A, a policy is a mapping such that π(·|s) is a distribution
over A for any s ∈ S. For any MDP 〈S,A, gξ, Rξ, γ〉, define the value function of policy π as

V πξ (s) = E
[∑∞

t=1 γ
t−1Rξ(st, at, st+1) |π, s

]
, (1)

where s is the initial state, at ∼ π(·|st), and E is over noise w and stochastic policy π. The optimal
value and policy is V ∗ξ (s) = supπ V

π(s) and π∗ξ (s) ∈ arg maxa∈A E[Rξ(s, a, s
′) + γV ∗ξ (s′) | s, a].

We refer to the sequence of training environment realizations by the realizations of the parameter ξ,
denoted by ξ1, . . . , ξN , where N is the total number of practice opportunities given to the agent.

2.1 SUBGOALS WITH INTRINSIC REWARD SHAPING

The reward function Rξ is the extrinsic reward, which we aim to maximize in a cumulative fashion.
However, these rewards are often sparse and delayed, providing little learning signal. We propose to
use subgoals with intrinsic RS to provide an artificial reward signal, that if property designed, can
direct the agent toward useful parts of the state space to explore. Let θ ∈ Θ be a parameter describing
the locations and rewards associated with a specific set of “shaped subgoals.” Specifically, we have:

θ = (k, {S1,S2, . . . ,Sk}, {R1, R2, . . . , Rk}), (2)

where k is the number of subgoals. The set Sj ⊆ S contains the states associated with subgoal j
(i.e., if the agent lands in states in Sj , then subgoal j is “completed”), and Rj is a PBRS function for
subgoal j; see Ng et al. (1999) for details regarding PBRS, which we have adapted for the subgoal
case. Concretely, Rj(s, s′) = γΦj(s

′)− Φj(s), where Φj is a potential function over S.

Each choice of θ introduces an auxiliary state i ∈ Iθ := {0, 1, . . . , k}, representing the number of
subgoals reached by the agent so far. Initially, i0 = 0. The state of the new system is (s, i) ∈ S × Iθ
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and the transitions are s′ = gξ(s, a, w) and i′ = i+ 1{s′ ∈Si+1} =: hθ(s, a, w, i), where Sk+1 = ∅.
With auxiliary state i, the intrinsic reward is Ri+1(s, s′). Let Rk+1 ≡ 0. Intuitively, a different
shaped intrinsic reward appears as we complete each subgoal, directing agent toward the next subgoal.

Let Rθ(s, i, s′) = Ri+1(s, s′) denote the additional intrinsic reward supplemented to the agent by
subgoal parameter θ. Our augmented MDP has reward function Rξ,θ(s, i, a, s′) = Rξ(s, a, s

′) +
Rθ(s, i, s

′), and we define the value function for the new MDP as

V πξ,θ(s, i) = E
[∑∞

t=1 γ
t−1Rξ,θ(st, it, at, st+1) |π, s, i

]
, (3)

where, with a slight abuse/reuse of notation, π is a policy acting on the new state space S × Iθ. Our
goal is to find a set of parameters θ that can incentivize the agent to intelligently explore environments
drawn from the distribution of ξ. The hope is that at test time, the agent is able to quickly learn a
good policy after observing only a small number of samples from the test environment.

2.2 OPTIMIZING SUBGOALS FOR EXPLORATION

The problem of selecting subgoals depends on the agent’s learning algorithm, which could be any RL
algorithm. In Section 4, our agent learns via Q-learning (Watkins & Dayan, 1992). However, for the
time being, we do not restrict the RL algorithm and simply define πτξ,θ to be the policy, with state
space S × Iθ, attained after τ interactions in environment ξ augmented by shaped subgoals θ. Thus,
the RL algorithm is optimizing V πξ,θ in (3). While our original objective is V πξ as in (1) without the
subgoal rewards. To bridge the gap, we define the value function associated with an augmented policy
π(· | s, i) that only incurs extrinsic rewards: Ṽξ(π) = E

[∑∞
t=1 γ

t−1Rξ(st, at, st+1) |π
]
. Finally, let

τmax be the number of interactions available in test environment.

Combining all of the pieces, we have the following optimization problem: maxθ∈Θ u(θ, τmax),
where u(θ, τ) := E

[
Ṽξ(π

τ
ξ,θ)
]
. The expectation is taken over the environment ξ and the stochasticity

of policy πτmax
ξ,θ . The interpretation of the objective is: we are looking for a subgoal design θ that

incentivizes the agent to explore random environments ξ in a way that maximizes the expected
performance of a policy learned by the fixed RL algorithm in τmax interactions.

As discussed above, we do not assume the ability to compute the expectation in E
[
Ṽξ(π

τ
ξ,θ)
]

and can
only observe the performance of policies in a sequence of environment realizations ξ1, ξ2, . . . , ξN .
Let us now move on to discuss the costly training aspect of the model. Two decisions are made
at the beginning of training opportunity n ∈ {1, 2, . . . , N}: a subgoal design θn and the number
of interactions τn to use for θn. The idea is that the performance of the policy trained for fewer
interactions could be informative of that trained for τmax interactions. Let T be the set of possible
values of τ and let Z = Θ× T be the decision space. We then observe yn = u(θn, τn) + εn, where
εn is a standard normal random variable that captures the sampling noise due to ξn, the noise in
πτ

n

ξ,θn due to a sample run of the RL algorithm, and the evaluation noise due to an inability to exactly
compute Ṽξ (even when ξ is fixed). After training opportunity N , we need to output a subgoal design
θN+1 for the test MDP ξN+1 with a budget of τmax interactions for the agent to spend.

3 THE ALGORITHM – BESD

Our Bayesian approach for designing subgoals consists of two components: a tailored probabilistic
model and an algorithm for selecting the next subgoal and interaction budget to observe. We call the
overall approach BESD, an acronym for Bayesian exploratory subgoal design.

The Model. We model the expected performance of the underlying RL policy when executed
with subgoals θ for τ ∈ N interactions by the latent function u. We suppose observations y(θ, τ) ∼
N (g(θ, τ), λ(θ, τ)) when evaluating subgoals θ for τ steps, where λ is the variance due to randomness
in ξ and the underlying policy. Suppose λ is finite and known, although in practice it is learned from
data, e.g., via a maximum likelihood estimate (MLE) or via Gaussian process (GP) regression.

We propose a generative model that gives a GP prior f on the latent function u with mean function
µ : Z → R and covariance function k : Z ×Z → R+. We set µ to the mean of an initial sample set
and use a multidimensional product kernel k((θ, τ), (θ′, τ ′)) = kθ(θ, θ

′) kτ (τ, τ ′), where kθ is the
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Algorithm 1 Bayesian Exploratory Subgoal Design (BESD)

1: Estimate hyperparameters of the GP prior using initial samples. Set iteration counter n = 0.
2: Compute next decision (θn+1, τn+1) according to the acquisition function given in (4).
3: Train the agent in environment ξn+1 based on objective (3) using (θn+1, τn+1). Observe yn+1.
4: Update the posterior distribution with the new data {(θn+1, τn+1), yn+1} and increment counter
n. If n < N , return to Step 2.

5: Return a subgoal recommendation θN+1 that maximizes µN (θ, τmax).

(5/2)-Matérn kernel kθ(θ, θ′) = λ(θ,τ)
r

(
1 +

√
5d
ρ + 5d2

3ρ2

)
exp

(
−
√

5d
ρ

)
with d2 = (θ− θ′)ᵀ(θ− θ′)

and hyperparameter ρ ≥ 0, kτ (τ, τ ′) = φ(τ)ᵀ Σφ φ(τ ′) is a polynomial kernel with φ(τ) = (1, τ)ᵀ

and hyperparameters Σφ. Note that kernels are closed under multiplication, we may use standard GP
machinery to analytically compute the posterior distribution conditioned on the history after n steps:
Hn = (θ1, τ1, y1, . . . θn, τn, yn). See (Rasmussen & Williams, 2006, Ch. 2.2) for details.

Bayesian Exploratory Subgoal Design. Suppose the training budget is used up after N steps. The
optimal risk-neutral decision is to use subgoals on the test MDP ξN+1 that have maximum expected
score under the posterior. The expected score of this choice is µ∗N where µ∗n := maxθ′ µ

n(θ′, τmax)
and µn(θ, τ) = En[f(θ, τ)], where En is conditioned on the history Hn. The proposed algorithm
proceeds in iterations, designing one set of subgoals θ to be evaluated in each iteration. Thus, we
take a myopic approach, i.e., we suppose that this is the last training MDP before the test MDP. If we
evaluate the subgoals θ next for τ steps, then the expected gain in score (GiS) on the testing MDP
is GiSn(θ, τ) = En

[
µ∗n+1 | θn+1 = θ, τn+1 = τ

]
− µ∗n. Therefore, the one-step optimal strategy

is to choose the next subgoals θn+1 and budget τn+1 so that the expected gain GiS is maximized.
However, this strategy would generally allocate steps τmax for the evaluation of the next subgoal
design, as observing τmax during training is most informative of the test conditions (where the agent
exhaust the entire budget). That is, this strategy does not consider the cost of training. Hence, we
propose an acquisition function that maximizes the gain in score per effort by dividing the GiS
function by the budget τn+1, resulting in an algorithm that selects

(θn+1, τn+1) ∈ arg maxθ,τ GiSn(θ, τ)/τ. (4)

In Appendix B, we detail how to find a maximizer (θn+1, τn+1) efficiently.

4 NUMERICAL EXPERIMENTS

We evaluate the performance of BESD and the following baseline algorithms on a number of domains:
standardQ-learning (QL) (Watkins, 1989), Hyperband (HB) (Li et al., 2016), the expected improvement
algorithm (EI) (Močkus, 1975; Jones et al., 1998), and the lower confidence bound algorithm
(LCB) (Cox & John, 1992). The details of baselines are in Appendix C. BESD was implemented in
Python 2.7 using MOE (Clark et al., 2014). It is given three choices for the interaction budget: τmin,
τmid, and τmax. To ensure a fair comparison, in particular with other BO methods, we fixed the number
of replications to r = 20 for all algorithms. The observational noise λ was set to an MLE. The initial
data size is ten for each value of τ . We design two subgoals in all experiments. The potential function
at state (s, j) is Φj(s) = w1 exp[(s− j)2/w2], where w1 = 0.2, w2 = 10.

Two-Room Gridworlds (GW10). We first consider a distribution of 10× 10 gridworlds with two
rooms separated by a wall. As shown in Fig. 1a, the wall is randomly located in the middle rows (dark
gray), with a door located on four grid squares on its right. the goal is to reach the upper right squares
(red-shaded) to collect a reward of one. The agent starts from the lower-left squares (blue-shaded)
and the action space is the four compass directions. The agent will stay still when it hits the wall.
The movement of the agent has a 0 to 0.02 probability of being disturbed by “wind” and moves in a
random direction (thus, ξ determines the wall location and the wind probability). The three budgets
are 200, 600, and 1000, respectively. Subgoal locations are limited to the continuous subset of R2

which contains the grid, e.g. Θ = ([0, 10]× [0, 10])2.

Let θ∗,ni be the subgoal recommendation in iteration n of algorithm i ∈ {BESD, HB, EI, LCB}. (For
the baselines, θ∗,ni is the subgoal with the highest score up until iteration n. Note that this makes their
performance only look stronger.) To show the performance of algorithm i, we take its recommendation
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Figure 1: Recommendation paths

in each iteration and test it on a sample of MDPs from the distribution group. The reported result is
the mean performance over this sample. Fig. 1a displays four realizations of the initial data and the
“recommendation paths” of BESD, defined as (θ∗1BESD, . . . , θ

∗,n
BESD) for GW10. Each color corresponds to

one realization, and the color becomes deeper as n increases, with the most light points being the
initial samples. The circles and triangles represent the first and second subgoals respectively.

We point out two “subgoal-pairs of interest” using ‘A’ and ‘B’ labels, which are commonly recom-
mended pairs of subgoals in later iterations of BESD (darker circle and triangle pairs). Generally
speaking, the first subgoal “path” moves toward the upper right corner, which motivates the agent to
bypass the random wall. The second subgoal has a trend toward the upper left corner, directing the
agent towards the goal after bypassing the wall. Note that the agent itself follows the standard RL
paradigm and does not have any knowledge about the model of the gridworld.

Three-Room Gridworlds (GW20). The next domain is a distribution of 20× 20 gridworlds with
three rooms separated by two walls. As shown in Fig. 1b, the walls are randomly located in the
middle rows (dark gray). A door of size 8 is randomly located somewhere within the wall (light gray).
The budgets τmin, τmid and τmax are 4000, 7000, and 10000, respectively. Recommendation paths are
shown in Fig. 1b. As more environments are observed, the first subgoal moves downward, toward the
entrance of the first door. The second subgoal converges toward the exit of the second door, moving
the agent near the goal.
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Figure 2: Performance curve as a function of cost

We report in Figure 2 the mean performance of the best subgoal design found by an algorithm as
a function of the total cumulative cost. The error bars indicate ± 2 standard errors of the mean.
We note that BESD is able to learn even using small budgets (and indeed, it relies on these low-cost
observations often); therefore, it is much cheaper than training with budget τmax. The initial sample
cost of BESD is the same as that of EI and LCB in our simulated environments, since we can get
the observations of τmin, τmid, and τmax from a sample with τmax. BESD outperforms EI and LCB
significantly in both the expected score and the stability of the recommendations. On the other hand,
the initial sample is expensive when compared to HB, making HB competitive at the beginning. As the
training iteration grows, BESD quickly outperforms HB in the long run.
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A HYPERPARAMETER ESTIMATION

The hyperparameters of the covariance function k are set via maximum a posteriori (MAP) estimation.
Recall that a MAP estimate is the mode under the log-posterior obtained as the sum of the log-marginal
likelihood of the observations and the logarithm of the probability under a hyper-prior. We focus on
describing the hyper-prior, since the log-marginal likelihood follows canonically; see (Rasmussen
& Williams, 2006, Ch. 5) for details. The proposed prior extends the hyper-prior for the multi-task
GP model used in (Poloczek et al., 2017). We set the mean function µ and the noise function λ to
constants. For the covariance function we need to estimate d+5 hyperparameters: the signal variance,
one length scale for every subgoal parameter in θ and the four parameters associated with kτ . We
suppose a normal prior for these parameters. For the signal variance, the prior mean is given by
the variance of the observations, after subtracting the above estimate for the observational noise.
Here we use the independence of observational noise that we argued above. For any length scale,
we set the prior mean to the size of the interval that the associated parameter is chosen in. Having
determined a prior mean µψ for each hyperparameter ψ, we may then set the variance of the normal
prior to σ2

ψ = (µψ/2)2.

B COMPUTATION OF THE ACQUISITION VALUE

This section details how to find the maximum GiS per effort on the testing MDP in period n
efficiently. This approach follows (Scott et al., 2011). Note that any finite set of subgoals ((θ, τ))n
has a joint multivariate normal distribution under the posterior given the history at time Hn, thus
µ∗n+1(θ) = En+1[f(θ, ·)] can be written as

µ∗n+1(θ) = µ∗n(θ) + σ̃n(θ, θn+1, τn+1) · Zn+1,

where Zn+1 is a standard normal random variable, σ̃2
n(θ, θn+1, τn+1) = V arn[g(θ, τmax)] −

En
[
V arn+1[g(θ, τmax)] | θn+1, τn+1

]
quantifies the effect that the observation at (θn+1, τn+1)

has on the posterior distribution of θ. Let Θ′ be a discrete set that Θ′ ⊆ Θ, |Θ′| = L <∞. We take
the maximum in GiS per effort over these L points as an approximation:

GiSn(θ, τ) ≈ En
[

max
θ′∈Θ′

µn(θ′, τmax) + σ̃n(θ, θn+1, τn+1)Zn+1
]
− max
θ′∈Θ′

µ(θ′, τmax)

= h
(
µn(Θ′, τmax), σ̃n(Θ′, θn+1, τn+1)

)
,

where

µn(Θ′, τmax) =
(
µn(θi, τmax)

)L
i=1

σ̃n(Θ′, θn+1, τn+1) =
(
σ̃n(θi, θ

n+1, τn+1)
)L
i=1

,

and function h : RL ×RL → R is defined by h(a, b) = E[maxi ai + biZ]−maxi ai, where a and b
are any deterministic vectors, and Z is a one-dimensional standard normal random variable. Denote
µn(θi, τmax) and σ̃n(θi, θ

n+1, τn+1) by µ̇i and σ̇i respectively for short. Based on Algorithm 1 in
(Frazier et al., 2009) and the evaluation of h(a, b), we can get a set of k indices {j1, j2, . . . , jk} ∈
{1, 2, . . . , L} such that

GiSn(θ, τ) =

k−1∑
i=1

(
σ̇ji+1 − σ̇ji

)
f

(
−
∣∣ µ̇ji+1 − µ̇ji
σ̇ji+1 − σ̇ji

∣∣) ,
where f(z) = ϕ(z) + zΦ(z) with ϕ and Φ being the standard normal cdf and pdf. This shows how
to compute the gain in score. To get the GiS per effort, we divide both sides by the budget τn+1.

B.1 GAIN IN SCORE GRADIENT COMPUTATION

If the sum has only a single term, i.e., k = 1 holds, then

GiSn(θ, τ) = 0

∇GiSn(θ, τ) = 0
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If k > 1, then by direct computation, we have

∇GiSn(θ, τ) =

k−1∑
i=1

(
−∇σ̇ji+1

+∇σ̇ji
)
ϕ

(∣∣ µ̇ji+1
− µ̇ji

σ̇ji+1
− σ̇ji

∣∣)
Thus we must compute∇σ̇ji ,∀i ∈ {1, ..., k}. Again, by direct computation we have

∇σ̃n(θji , θ
n+1, τn+1) = β1β2 −

1

2
β3

1β2[β5 − β4]

Where

β1 = [k((θn+1, τn+1), (θn+1, τn+1))− γTA−1
n γ]−1/2

β2 = B(θ, n+ 1)− [B(θ, 1) · · ·B(θ, n)]A−1
n γ

β3 = (∇B(θ, n+ 1)−∇(γT )A−1
n

B(θ, 1)
...

B(θ, n)


β4 = 2∇(γT )A−1

n γ

β5 = ∇k((θn+1, τn+1), (θn+1, τn+1))

γ =

k((θn+1, τn+1), (θ1, τ1))
...

k((θn+1, τn+1), (θn, τn))


An = (k((θi, τ i), (θj , τ j))n + diag((σ̃2

n(θi, τ i))nj=1)

B(θ, i) =

∫
k((θ, τ), (θi, τ i)p(τ)dτ

Following (Scott et al., 2011), we compute the partial derivatives of GiSn with respect to θ and τ and
use the gradient based optimizer L-BFGS-B with restarts to find a global optimizer of the aquisition
criterion.

C DESCRIPTION OF BASELINE ALGORITHMS

1. The first baseline is the Q-Learning (QL) algorithm of Watkins (1989) with no subgoals or
reward shaping: that is, we directly run QL on environment ξN+1 for τmax interactions. The
reported results are average performances over 200 realizations of ξN+1 for each domain.

2. The popular Hyperband (HB) algorithm of Li et al. (2016) treats hyperparameter optimiza-
tion as a pure-exploration infinite-armed bandit problem; it uses sophisticated techniques
for adaptive resource allocation and early-stopping to concentrate its learning efforts on
promising designs. Setting η = 3 (the default value) and R = 81, HB consists of blogη Rc
rounds. The first round starts with R samples of subgoal designs θ from a Latin hypercube
sample. Each θ is evaluated for τmin steps and then only the best 1/η-fraction designs are
kept for the next round. In round i, Hyperband samples R/ηi−1 subgoal designs to evaluate
for τmin η

i−1 steps.
3. The expected improvement (EI) algorithm (Močkus, 1975; Jones et al., 1998) is the

most popular BO method. EI allocates one sample in each round, selecting a point
that maximizes the expected improvement beyond currently sampled points: θn+1 =
arg maxθ En

[
[y(θ, τmax) − µ∗n]+

]
. In each iteration, we evaluate the EI selection using

τmax iterations. EI is implemented in Python 2.7 using the GPyOpt package (González,
2016).

4. The lower-confidence-bound (LCB) algorithm (Cox & John, 1992) controls the exploration-
exploitation trade-off using a “bonus term” proportional to the standard deviation at each
point: LCB(θ) = µ(θ, τmax) − κ

√
λ(θ, τmax). The parameter κ is set to 2. LCB is also

implemented in Python 2.7 using the GPyOpt package (González, 2016)
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D BENEFITS OF BESD RECOMMENDATION

Table 1 displays the ratio of the scores of an agent using subgoals versus an agent learning from
scratch. The implemented subgoal is one particular recommendation of BESD. GW20, KEY and MC
are measured per 1000, 500 and 1000 steps respectively. The agent’s task in these environments is to
reach the goal as quickly as possible. Performance is measured by the expected number of steps the
agent takes from start to goal so that a small ratio reflects the advantage of the recommended subgoal
design θ.

Table 1: Performance ratio of subgoal agent versus standard agent

No. GW20 KEY MC
1 0.779 0.604 0.980
2 0.492 0.643 1.048
3 0.234 0.448 0.949
4 0.224 0.471 0.896
5 0.108 0.506 0.987
6 0.088 0.498 0.878
7 0.068 0.184 1.077
8 0.075 0.260 0.877
9 0.059 0.232 0.974
10 0.058 0.332 0.869

E DETAILED REVIEW OF RELATED WORK

Reinforcement learning has recently been tremendously successful in complex sequential decision-
making problems, with applications in a number of domains, such as games (Mnih et al., 2013; Silver
et al., 2017), robotics (Rusu et al., 2016; Mordatch et al., 2016; Hanna & Stone, 2017), healthcare
(Moodie et al., 2012; Prasad et al., 2017) and other areas (Yu et al., 2015; Bojarski et al., 2016).
State-of-art algorithms (e.g. Grondman et al. (2012); Mnih et al. (2013); Guo et al. (2014)), however,
inherently require a large number of observations from the environment and converge slowly in
complex problems, effectively limiting their application to problems where a fast simulation is
available. Moreover, the problem of exploration in unknown environments continues to pose a
challenge for many RL algorithms (Osband et al., 2013; 2014; 2016; Fortunato et al., 2017).

A core challenge in RL is the trade-off between exploration and exploitation. The former one seeks
out novel states and actions and may improve future performance, while the latter one maximizes
short-term gains. Naive exploration strategies such as ε-greedy can lead to exponentially large
data requirements. Many algorithms employ optimism approaches that encourage exploration in
poorly-understood states and actions by assigning an optimistic bonus (Kearns & Singh, 2002; Tang
et al., 2017), parametrizing density estimates for state visits and utilizing pseudo-counts (Bellemare
et al., 2016; Ostrovski et al., 2017) and learning the dynamics and choosing action that leads to
states that are poorly-explored (Stadie et al., 2015) or most dissimilar to recent states (Oh et al.,
2015). Some works focus on posterior sampling (Russo & Van Roy, 2014; Osband & Van Roy, 2017).
Others leverage values by randomizing value functions (Osband et al., 2014; 2017) and modeling the
Q-value distribution via the bootstrap (Osband et al., 2016). Fortunato et al. (2017) adds parametric
noise to the weights of neural networks and Gupta et al. (2018) develops a gradient based method to
learn exploration strategies from prior experience.

The implementation of intrinsic reward (also called intrinsic motivation) is inspired by the response of
dopamine neurons to sensory stimuli (Schultz, 1998). Intrinsic reward helps robots learn increasingly
complex behavior in a self-motivated way. There are many different sources of intrinsic reward,
including novelty (Huang & Weng, 2002), learning progress (Kaplan & Oudeyer, 2004), curiosity
(Pathak et al., 2017; Burda et al., 2018), and surprise (Achiam & Sastry, 2017). Sorg et al. (2010);
Guo et al. (2016) treat the intrinsic reward as parameters that influence the outcome of the planning
process and train it via gradient ascent. Sorg et al. (2011) uses intrinsic reward as an alternative to
the leaf-evaluation heuristic approach and extends Policy Gradient for Reward Design (PGRD) to
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learn the optimal reward. Zheng et al. (2018) designs an algorithm to learn the intrinsic rewards
for policy-gradient based learning agents. Potential-based reward shaping (PBRS) (Ng et al., 1999)
provides a way to modify the reward function that simultaneously maintains the optimal policy and
potentially accelerates learning. PBRS has been used in a wide range of areas, including driving a
bicycle (Randløv & Alstrøm, 1998), robotic training (Tenorio-Gonzalez et al., 2010), and video game
artificial intelligence (Lample & Chaplot, 2017; Jiang et al., 2018). The agent’s performance is highly
dependent on an informative reward signal (Ng et al., 1999); however, manual reward shaping can be
a labor-intensive process that often requires a deep domain expertise.

To overcome the variation of the environment in real-world application, RL researchers are recently
interested in leveraging the experience accumulated from previous tasks to improve the agent’s
performance in a new task, including continual learning, transfer learning and meta learning. The
idea has been realized by hierarchically learning from an easy task to a complicated task (Ring, 1994),
learning the relationship among the MDPs (Wilson et al., 2007), initializing the parameters of the
new task by using the information from previous tasks (Tanaka & Yamamura, 1997; Konidaris &
Barto, 2006), probabilistic policy reuse (Fernández & Veloso, 2013), learning a parametrized policy
that generalizes across tasks (Deisenroth et al., 2014), multi-task policy gradient method (Ammar
et al., 2014), utilizing goal-conditioned value function (Mankowitz et al., 2018), and distinguishing
the important parameters to previous tasks (Vuorio et al., 2018).

Our approach of designing subgoals follows the Bayesian optimization (BO) paradigm that has
recently emerged as powerful technique for the optimization of black-box functions, in particular
for tuning ML models and design of experiments (Brochu et al., 2010; Snoek et al., 2012; Herbol
et al., 2018). Our work bears resemblance and generalizes methods for network architecture search
and optimization with multiple information sources (Swersky et al., 2013; 2014; Feurer et al., 2015;
Domhan et al., 2015; Li et al., 2016; Klein et al., 2016; Poloczek et al., 2017). Their work differs in
that they may observe directly the whole curve of the loss during training, whereas our setting only
allows to observe the score of the policy after the underlying exploration process has completed (as
motivated by the real-world applications described above).
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